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Parallel computing resources are now high-
ly available: multiple core machines, clus-
ters and grids.

Their advantages are numerous: method
speed up, but also optimization, test and
validation on larger datasets.

However their interfaces are heteroge-
neous and can be difficult to use by non
expert users.

To make easier the use
of parallel resources by

non expert users and R (
external software.

wor ow

=» Unified interface to multiple comput-
INg resources.

> Python API and GUI designed to be
easily used by non expert users.

= Workflow management: to submit at
once a set of tasks with execution de-
pendencies.

= Transparent remote access to com-
puting resources + file transfer and file
path mapping tools.

Parallel resources

Multiple core machine: soma-workflow is
used directly, the user can adjust the num-
ber of jobs running in parallel.

Distributed resources: soma-workflow
interacts with the system managing the re-
source (example: LSF, Torque, Condor...) to
submit, control and monitor jobs. The in-
teraction is done through the API: DRMAA
[1], but other resource interfaces can be
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Remote access

Soma-workflow can be used as a client-
server application to enable remote access
to computing resources. The communica-
tion is done transparently for the user
through a ssh tunnel. The client can be
closed at any time: the workflows keep on
running on the resource. If the client and
the server do not share a file system, tools

What is a workflow ?
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A workflow is a direct acyclic graph:
- the nodes are the sub-tasks.
- the arrows are the execution depen-
dencies between the sub-tasks.

A sub-task, also called “job”, wraps a pro-
gram command line call (any program).

Workflow execution
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Python API

Creation, submission, control and monitor-
Ing of jobs and/or workflows.
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from soma.workflow.client import Job, Workflow
from soma.workflow.client import WorkflowController

# create the workflow:

job 1 = Job(command=["sleep”, "60"], name="job 1")
job 2 = Job(command=["sleep", "60"], name="job 2")
job 3 = Job(command=["sleep", "60"], name="job 3")
job 4 = Job(command=["sleep”, "60"], name="job 4")

jobs = [job 1, job 2, job 3, job 4]
dependencies = [(job 1, job 2),
(job 1, job 3),
(job_2, job_4),
(job_3, job 4)]
workflow = Workflow(jobs=jobs,
dependencies=dependencies)

# submit the workflow:
controller = WorkflowController("Resource name",
login,
password)
controller.submit workflow(workflow=workflow,
name="simple example")

The APl is made to be used directly by non
expert users, or by external software:
workflows can be generated from some

BrainVISA [2] pipelines for example.

Dynamic monitoring of workflows.
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. Selection of a computing resource

. List of submitted workflows

. Information about the current workflow

. Workflow view enabling job inspection

. Current selection information (here a job)

. Workflow execution plots
(here the jobs as the function of time)
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Concrete use case

Cortical sulci identification models [3]:
e 260 artificial neural networks (ANN)
(SVM-based models [4]).
e Each network is responsible of a local
aspect of the recognition.
e A Markovian relaxation iIs responsible

for the global coherence.

Leave-one-out cross-validation of the mod-
els on a learning database of 62 manually
Identified brains [5]:
® 70000 jobs with dependencies.
® 5500 hours (> 7 months) on 1 cpu.
e~ 3 days on ~ 100 cores of a 192-
cores cluster with soma-workflow.
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Model testing
Global evaluation

-» Reliable evaluation of generalization
recognition error rates, which enables
comparisons with newer models [5].

Model testing

Conclusion / future work

Several use cases have already demons-
trated the benefits of soma-workflow: ex-
tensive validation of methods, but also ex-
ecution of coarse-grain parallelized analy-
SIS or regression tests.
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