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e Parallel computing resources are...
2 Highly available
2Valuable assets for researchers to accelerate, test,
validate and compare their methods

e Soma-workflow deals with execution workflows (low level) ’

e Different from high level workflow software, '
which have: High level

2 Higher level description of workflows ’ wortiow software

< Higher level features l ExeTution

workflow

(low level)

® |[n many cases the parallelization is coarse-grained:
2 Many long sub-processes

e Soma-workflow bridges the gap between

>No communication between running sub-processes g BERG resources and Python AP'L&SG“']—[P““"”AP'
: N . SMNA
e However, parallel computing resources are... "= 2>Non expert users (extensive documentation, worke low
2 Not user friendly for non expert users m Python APl made to be simple, GUI...) [ l DRM';\A
2Heterogeneous © > High level workflow software e || cluster °r9”dj
2 (generally) lacking tools dedicated Q.
to coarse-grained parallelization E
from soma.workflow.client import Job, Workflow
< from soma.workflow.client import WorkflowController
: # create the workflow:
- b 1 = Job( d=["sleep", "60"], ="job
Overview o Job2 = Job(command-[*sleep", "60"], name"jot
job 3 = Job(command=["sleep”, "68"], name="job
. . : job 4 = Job(command=["sleep”, "60"], name="job
e Coarse-grained parallelized processes: w
jobs = [job 1, job 2, job 3, job 4]
>Workflows k f l g PR e
wOXIxr Oow A [ crerdercies - [eb 1, Job 2),
%— (job 2, job 4),
= Brain Brain Brain Job {Jﬂb 3, Jﬂb 4)]
g Extraction Extraction Extraction ~ program o WO rkflow = Workflow(jobs=jobs,
> d li - [ dependencies=dependencies)
‘g Gray/white Gray/white Gray/white commen e C o m p u t I n g re S O u rc e S g , .
= Segmentation Segmentation Segmentation af # submit the workflow:
2 ___Execution . s controller = WGrkflannntrﬂller{"Hegﬂur'ce_name“,
Left Sulci Right Sulci Left Sulci Right Sulci Left Sulci Right Sulci Dependency — SOma-Workflow uses Only Very baSIC COm- g 1':”;1”: d
Recognition | Recognition ll Recognition | Recognition k& Recognition | Recognition : f t' I't' § controller.submit wnrhflnw{wurhf%gixg;k%mw,
——— — ~ puting resource functionalities g - Ko, )
subject 1 subject 2 subject N 2> Maximize the compatibility
>Each job starts as soon as possible con- 2> Creating a new interface Job submission — — -
. . . . _ . F : ODb suppression orkflow view enabling orkflo
sidering the execution dependencies = implementation of job status - @blspection~ monitoring plots
4 Python functions Job exit |nformat|on7 u

e Submission, control and monitoring of
workflows on different resources:

e Soma-workflow has built-in interfaces:

2> Python API
and/or
2> GUI: valuable for workflow monitoring

2> Ready to use on multiple core machines
2 |nterface with the Distributed Resource
Management Application API"Y (DRMAA)

e DRMAA
2 Standard of the Open Grid Forum
2 Soma-workflow was used with success on
clusters with the systems: Oracle grid
engine, LSF, Torque and Condor

e Remote computing resource access:
2 Transparent remote access
2> File transfer and file path mapping tools
2 Client disconnections aIIowed

s

. ssh tunnel
cllent_ server

Computlng resource X

1 Troger, P. (2007) Standardization of an API for Distributed Resource
Management Systems, In proc of the 7" IEEE International Symposium
on Cluster Computing and Grid.
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Acceleration of a single data analysis

e Functional neuroimaging application:
Joint detection estimation (JDE)*

2 Wrapping of existing code in a workflow
2 A whole brain processing:

*10 hours on 1 CPU

e~ 15 mins on the cluster
2 A group study of 20 subjects: ~ 1 day

Parcellation

Use cases
in heuro-

Gather
results

Parcel-wise parallel analysis:

BOLD data

imaging

21 Vincent, T (2010) Spatially adaptive mixture modeling for analysis
of within-subject fMRI time series IEEE Trans. Med. Imag. (2010)

Robustness improvement with regression tests

e Morphologist pipeline of BrainVISA® : extraction
of the main brain structures from T1 MR images.

shared with a

2> Workflows generated by BrainVISA
group of users

= 23 hours on 1 CPU
2 ~ 1h on the cluster

e Step by step morphologist was

2> More frequent regression test
Bad - R
3 use cases tested on about 1000 T1 MRI [segme?ﬂatlon H.mz'r'i?,'é'.fent]—’[ t:s%';eﬁzﬁ:g ] > Test on larger database
‘ e Classical reg ression test: 80 T1 MRI oh some Images soma workrow Z] Cointepas, Y. (2010) The BrainVISA project: a shared software
evelopment infrastructure for biomedical imaging research.
Proceedings 16th HBM
3 different ] ) ) ]
steps in the Extensive validation and comparison
research e Cross-validation of cortical sulci Patabase 1 > b variante Patabase 62 2 10000 individual jobs
process identification models ¥ and com- A.:NI1 mmN A.:Nll D> T months on 1 CPU

parison with a newer method " 2> ~ 3 days on ~ 100 CPU

Model Iearnlng Model Iearnmg

~260 ANN models

Model testing

&®
¥
Model Iearmng Model learning
~260 ANN models
Model testing
Global evaluation

e | eave-one-out cross-validation of
the models on the learning data-
base:

41 Riviere, D. (2002) Automatic recognition of cortical sulci of the
Human Brain using a congregation of neural networks. Medical
Image Analysis.

51 Perrot, M. (2011) Cortical sulci recognition and spatial
normalization. In: Medical Image Analysis. In press
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